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Abstract

This paper seeks to explain the role of bank capital in �uctuations of lending

and output. We build a continuous time model of an economy in which commer-

cial banks �nance their loans by deposits and equity, while facing issuance costs

when they raise new equity. The dynamics of the loan rate and the volume of

lending in the economy are driven by aggregate bank capitalization. The model

has a unique Markovian competitive equilibrium that can be solved in closed

form. We use our model to study the e�ect of minimum capital requirements

and �nd that, in the short run, a higher minimum capital ratio simultaneously

induces banks to hold more capital and reduces aggregate credit, which creates

a trade-o� between �nancial stability and output. However, in the long run,

this trade-o� disappears: there is a range of regulatory capital ratios that yield

both �nancial stability and no reductions in lending. However, excessively high

capital requirements lead to serious credit crunches.
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1 Introduction

There is an ongoing debate among scholars and practitioners about the "right" level

of bank capital. While proponents of higher capital ratios emphasize the stabilizing e�ect

of bank capital (see e.g. Admati et al. (2010), Admati and Hellwig (2013)), others argue

that high leverage of banks is a necessary consequence of their intrinsic role as creators of

information insensitive, liquid debt (e.g. deposits).1 The current paper brings together

both aspects in a dynamic general equilibrium model where bank capital plays the role

of a loss absorbing bu�er that facilitates the creation of liquid, risk-free claims while

providing (risky) loans to the real sector.2

We consider an economy where �rms borrow from banks that are �nanced by short

term deposits and equity. The aggregate supply of bank loans is confronted with the

�rms' demand for credit, which is decreasing in the nominal loan rate. The �rms' default

probability depends on undiversi�able aggregate shocks, which ultimately translates into

gains or losses for banks. Banks can continuously adjust their volumes of lending to �rms.

They also decide when to distribute dividends and when to issue new equity. Equity

issuance is subject to deadweight costs, which constitutes the main �nancial friction in

our economy.3

In a set-up without �nancial frictions (i.e., no issuance costs for bank equity) the

equilibrium volume of lending and the nominal loan rate are constant. Furthermore, div-

idend payment and equity issuance policies are trivial in this case: Banks immediately

distribute all pro�ts as dividends and issue new shares to o�set losses and honor obliga-

tions to depositors. This implies that, in a frictionless world, there is no need to build

up a capital bu�er: all loans are entirely �nanced by deposits.

In the model with �nancing frictions, banks' dividend and equity issuance strategies

become more interesting. In the unique competitive equilibrium, aggregate bank equity,

which serves as the single state variable, follows a Markov di�usion process re�ected

at two boundaries. Banks issue new shares at the lower boundary where book equity is

1The perception of �nancial intermediaries as creators of liquidity ("inside money") has a long tra-
dition within the �nancial intermediation literature (see, e.g. Diamond and Dybvig (1983), Diamond
and Rajan (2001), Gorton (2010), Gorton and Pennachi (1990), Holmström and Tirole (1998, 2011),
DeAngelo and Stulz (2014)).

2As we abstract from incentive e�ects of bank capital ("skin in the game"), our model captures best
the features of more traditional commercial banks whose business model makes them less prone to risk-
shifting than investment banks. The incentive e�ects of bank capital in a setting allowing for risk-shifting
are analyzed for instance in Martinez-Miera and Suarez (2014), De Nicolò et al. (2014), and Van den
Heuvel (2008).

3Empirical studies report sizable costs of seasoned equity o�erings (see e.g. Lee, Lochhead, Ritter, and
Zhao (1996), Hennessy and Whited (2007)). Here we follow the literature (see e.g. Décamps et al. (2011)
or Bolton et al. (2011)) by assuming that issuing new equity entails a deadweight cost proportional to
the size of the issuance.



depleted. When the book value of equity reaches its upper boundary, any further earnings

are paid out to shareholders as dividends. Between the two boundaries, the level of equity

changes only due to retained earnings or absorbed losses. That is, banks retain earnings

in order to increase the loss-absorbing equity bu�er and thereby reduce the frequency of

costly recapitalizations. The level of capitalization in turns determines the lending and

deposit-taking capacity of the banking sector.

Our model generates a strictly positive (except at the dividend payout boundary) risk-

adjusted spread for bank loans that is decreasing in the level of aggregate bank equity.

To get an intuition for this result, note that loss absorbing equity is most valuable when

it is scarce and least valuable when it is abundant. Therefore, the marginal (or market-

to-book) value of equity decreases in aggregate bank capitalization. Negative shocks

that reduce banks' equity bu�ers are thus ampli�ed by a simultaneous increase in the

market-to-book value, whereas positive shocks are moderated by a simultaneous decrease

in the market-to-book value. As a result, banks will lend to �rms only if the loan rate

incorporates an appropriate premium.

The loan rate dynamics in our model can be obtained in closed form, which enables us

to study the long-run behavior of the economy by looking at the properties of the ergodic

density function which characterizes the relative time the economy spends in each feasible

state in the long run. Our analysis shows that the long-run behavior of the economy is

mainly driven by the (endogenous) volatility. In particular, the economy spends most

of its time in states with low endogenous volatility. For high recapitalization costs and

a low elasticity of demand for bank loans, this can lead to severe credit crunches with

persistently high loan rates, low volumes of lending and low levels of bank equity. The

occurrence of credit crunches is caused by the following simple mechanism: Assume that

a series of adverse shocks has eroded bank capital. Since banks require a larger loan rate

when capital is low, this drives down �rms' credit demand. As a result, banks' exposure

to macro shocks is reduced and thus also the endogenous volatility of aggregate equity,

so that the economy may spend a long time in the credit crunch.

We then use our framework to study the impact of minimum capital requirements on

lending. Our analysis detects two short-run e�ects: First, imposing a higher capital ratio

leads to an increase in the loan rate, thereby, reducing lending. Importantly, this e�ect

is present even when the regulatory constraint is not binding, because banks anticipate

that capital requirements might be binding in the future and require a higher lending

premium by precautionary motives. Second, bank capitalization increases with the level

of minimum capital requirements, i.e., faced with a higher capital ratio, bank recapitalize

before their capital gets depleted and build higher capital bu�ers.

The interplay between these two e�ects determines the long-run e�ect of minimum
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capital requirements. For moderate levels of minimum capital ratios such that the regula-

tory constraint is slack when banks are su�ciently capitalized, the economy spends more

time in the states with higher bank capitalization and lower loan rates, so that imposing

a higher capital ratio may actually reduce the average loan rate in the long run. This

result demonstrates that, contrary to the common intuition, higher capital requirements

(provided that their level remains moderate) do not reduce but may even expand lending

in the long run. By contrast, for high levels of capital ratios, the regulatory constraint

is always binding regardless of the level of bank capitalization, and the average loan rate

increases with the minimum capital ratio leading to the reductions of lending.

Finally, we consider the long-run impact of minimum capital requirements on social

welfare. In our model, the latter is computed as the expected value of the aggregate con-

sumption �ows that take the form of dividend payments, recapitalization expenditures

and �rms' pro�ts.4 Our numerical analysis shows that increasing the minimum capital

ratio above the level that will induce banks to operate with a permanently binding cap-

ital requirement is ine�cient and there exists an �optimal� level of capital requirement

maximizing social welfare.

Related literature. From a technical perspective, our paper is closely related to the

recent continuous-time macroeconomic models with �nancial frictions that study the

formation of asset prices in a dynamic endowment economy (see, e.g., Brunnermeier

and Sannikov (2014), He and Krishnamurthy (2012, 2013)).5 Most closely related is the

study by Phelan (2014) who explicitly introduces a banking sector in a continuous-time

general equilibrium model. In Phelan's paper banks invest in productive capital (land)

and depositors extract additional utility from holding bank deposits. While the latter

feature is also present in our model, we focus at modelling a lending channel and study

the role of bank capital in the loan rate formation.

As in the above-mentioned papers, our model lends itself to studying the full equi-

librium dynamics of the economy, which enables us to analyze the long-run impact of

capital requirements on lending and welfare. There are a number of recent studies aimed

at quantifying the welfare e�ects of capital regulation. Begenau (2015) analyzes the e�ect

of capital requirements in a dynamic model where banks have excessive risk-taking in-

centives due to mispriced government guarantees and, as in our model, depositors derive

bene�ts from holding liquid claims. At the heart of her welfare analysis lies the trade-o�

4As we discuss further, in our model holding deposits in a bank brings additional utility to households,
which gives rise to a so-called liquidity premium that ultimately o�sets a surplus inherent in deposit
holding.

5At the same time, the problem of individual banks with respect to dividend distribution and recap-
italization in our model shares some similarities with the liquidity management models in Bolton et al.
(2011, 2013), Décamps et al. (2011), Hugonnier and Morellec (2015).
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between a reduced liquidity provision on the one hand, and lower output volatility and

higher credit supply due to lower funding costs on the other. The latter is due to a gen-

eral equilibrium e�ect inducing the deposit rates to decline with the supply of deposits.

Calibrating the model, she �nds an optimal capital requirement of 14% of risky assets.

Van den Heuvel (2008) also focuses on the role of capital in mitigating risk-taking incen-

tives in a model where depositors value liquidity. Since in the considered setting without

aggregate shocks, capital requirements lead to less liquidity provision, he concludes that

the prevailing capital requirements (of 10%) would be too high. Risk-shifting incentives

generated by prospective bailouts are also at the heart of the quantitative analysis of

Nguyen (2014). Due to equity issuance costs, higher capital requirements cause some

banks to exit the market which tends to reduce lending and capital. Yet the remaining

banks operate with lower leverage, thus leading to lower default rates and higher con-

sumption. In Martinez-Miera and Suarez (2014), capital requirements serve the purpose

of reducing banks' incentives to invest in highly correlated "systemic" assets but come at

the expense of reducing credit and output. In contrast to the above-mentioned studies,

our focus here is not on the incentive e�ects of capital but on its role of a loss absorbing

bu�er - the concept that is often put forward by bank regulators. Moreover, the main

contribution of our paper is qualitative: we seek to disentangle the short run and the

long run e�ects of capital regulation rather than provide a quantitative guidance on the

optimal level of a minimum capital ratio.

Finally, our paper is also related to the literature on credit cycles that has brought

forward a number of alternative explanations for their occurrence. Fisher (1933) identi�ed

the famous debt de�ation mechanism, that has been further formalized by Bernanke et

al. (1996) and Kiyotaki and Moore (1997). It attributes the origin of credit cycles to

the �uctuations of the prices of collateral. Several studies also place emphasis on the

role of �nancial intermediaries, by pointing out the fact that credit expansion is often

accompanied by a loosening of lending standards and "systemic" risk-taking, whereas

materialization of risk accumulated on the balance sheets of �nancial intermediaries leads

to the contraction of credit (see e.g. Aikman et al. (2014), Dell'Ariccia and Marquez

(2006), Jimenez and Saurina (2006)). In our model, quasi cyclical lending patterns emerge

due to the re�ection property of aggregate bank capital.

The rest of the paper is structured as follows. Section 2 presents a static model that

illustrates the main mechanisms that will be at work in the continuous-time set up. In

Section 3 we solve for the competitive equilibrium in the continuous-time set up and

analyze the implications of the equilibrium properties on �nancial stability. In Section

4 we study the impact of minimum capital requirements on bank policies and welfare.

Section 5 concludes. All proofs and computational details are gathered in the Appendix.
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2 Static model

Before setting-up the fully �edged dynamic model, it is useful to convey some key

intuitions in a static benchmark. The basic reasons why bank capital matters in our

framework is that it allows to bu�er losses on loans so as to o�er perfect safety to depos-

itors.6

There are two, essentially equivalent, ways to model why deposits are requested to be

completely riskless. The �rst is to consider, like Gennaioli, Shleifer and Vishny (2013),

that depositors are in�nitely risk-averse, while other investors (who hold the shares of

the bank) are ready to bear some risk if properly remunerated. The second approach,

which we follow here, is the one put forward by Stein (2012): there is only one type of

(risk-neutral) agents but they derive utility both from consumption and from payment

services provided by bank deposits.7

2.1 The Model

The static model has only two dates t = 0 and t = 1.8 There is one physical good,

taken as a numeraire, which can be consumed at t = 0 or invested to produce consumption

at t = 1. There is a continuum of identical risk neutral households with a discount rate

ρ. As in Stein (2012), a representative household has utility:9

U = C0 +
E[C1] + λD

1 + ρ
,

where Ct denotes consumption at t = 0, 1, λ is the liquidity preference and D is aggregate

deposits.

Households own the banks and the �rms. They also have an endowment w0 of the

good at t = 0, which they allocate between consumption and deposits:

w0 = C0 +D.

A typical bank owns e units of the good (E for the whole banking sector), collects

deposits d (D on aggregate) and lends k = d + e to �rms (K on aggregate). Banks

6In this regard, our paper extends the approach arguing that the deposit-taking capacity of banks
depends essentially on the banks' ability to diversify risk (see e.g. DeAngelo and Stulz (2014) or Gornall
and Strebulaev (2015)).

7An implicit assumption is that payment services cannot be provided by risky deposits. Hellwig
(2015) proposes a similar model with a "warm glow" theory of deposits.

8The full model has an in�nite horizon and in�nitesimal periods (continuous time).
9This parsimonious way to model the bene�ts of liquidity provision is also used in Phelan (2014)

and Begenau (2015). As in Brunnermeier and Sannikov (2014), households' consumption can be both
positive and negative, which ensures a fully elastic supply of deposits.
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compete both on deposit interest rate r and loan rate R.

Lemma 1 Given the linearity of households' preferences the only positive deposit interest

rate in an interior equilibrium is r = ρ− λ.

Note that, due to linear preferences, the representative household's utility, which

measures social welfare, is independent of deposits volume D and is equal to the initial

endowment plus the expected present value of �rms' pro�t π̃F and banks' pro�t π̃B (see

details in the Appendix A):

U = w0 +
E[π̃F + π̃B]

1 + ρ
.

Although �rms are ultimately owned by (dispersed) households, we assume that banks

are necessary for collecting deposits and granting loans to the productive sector.10 The

productive sector consists of a continuum of �rms endowed with investment projects

that are parametrized by a productivity parameter x. The productivity parameter x is

distributed according to a continuous distribution with density function f(x) de�ned on

a bounded support [0, R].11

Firms' projects require each an investment of one unit of good at t = 0. A typical

project yields x units of good at t = 1 with certainty. For the sake of simplicity, we

assume that the �rm always repays the interest R on the loan. However, it can default

on the principal: with some probability, the initial investment is destroyed and the bank

only gets R, whereas the �rm always gets (x−R). Firms have no own funds and �nance

themselves via bank loans.12 Thus, the entire volume of investment in the economy is

determined by the volume of bank credit. Firms are protected by limited liability and

default when their projects are not successful. Given a nominal loan rate R, only the

projects such that x > R will demand �nancing. Thus, the total demand for bank loans

in the economy is:

L(R) =

∫ R

R

f(x)dx.

10We assume that �rms and banks are run in the interest of their owner, therefore abstracting from
any agency issues.

11Parameter R can be thought of as the maximum productivity among all the �rms. This is also the
maximum loan rate: when R > R, the demand for loans is nil.

12Firms in our economy should be thought of as small and medium-sized enterprises (SMEs). SMEs
represent the major pillar of the real economy and typically highly rely on bank �nancing. We recognize,
however, that the importance of bank �nancing varies across countries. For example, according to the
TheCityUK research report (October 2013), in EU area, bank loans account for 81% of the long term
debt in the real sector, whereas in US the same ratio amounts to 19%.
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We focus on the simple case where all projects have the same default probability:13

p+ σ0ε,

where p is the unconditional probability of default, ε represents an aggregate shock faced

simultaneously by all �rms and σ0 re�ects the change in the default probability caused

by the aggregate shock. For simplicity, ε is supposed to take only two values +1 (bad

state) and −1 (good state) with equal probabilities. The net expected return per loan

for a bank after an aggregate shock ε is

(R− r − p)− σ0ε,

where the �rst term re�ects the expected earnings per unit of time and the second term

captures the exposure to aggregate shocks.

At the equilibrium of the credit market, the net aggregate output per period in the

economy is (
F [L(R)]− pL(R)

)
− σ0L(R)ε,

where

F [L(R)] =

∫ R

R

xf(x)dx

is the aggregate production function.

Note that F ′[L(R)] ≡ R,14 so that the total expected surplus per unit of time,

F [L(R)]− pL(R)− rL(R), is maximized for Rfb = r + p. Thus, in the �rst best alloca-

tion, the loan rate is the sum of two components: the riskless rate and the unconditional

probability of default. This implies that banks make zero expected pro�t, and the total

volume of credit in the economy is given by L(Rfb).

2.2 Competitive equilibrium

We assume for the moment that the banks' equity E is �xed, and characterize the

equilibrium loan rate R and the volume of lending K = L(R). Given that r = ρ − λ,
households are indi�erent as to the volume of deposits. A �rm of productivity xmaximizes

pro�t by borrowing if and only if x > R and then obtains pro�t (x−R)+ with certainty.

13The extension to heterogeneous default probability is straightforward and would not change our
qualitative results.

14Di�erentiating F [L(R)] =
∫ R
R
xf(x)dx with respect to R yields F ′[L(R)]L′(R) = −Rf(R). Since

L′(R) = −f(R), this implies F ′[L(R)] ≡ R.
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Aggregate pro�t of the �rms is thus:

πF =

∫ R

R

(x−R)f(x)dx = F [L(R)]−RL(R).

Note that default risk is entirely borne by the banks. The pro�t of a bank that collects

deposits d and grants loans k is:

πB = k(R + 1− p− σ0ε)− d(1 + r).

Since d = k − e, this can be written as

πB = e(1 + r) + k[R− r − p− σ0ε].

To make things interesting, assume that R < r + p+ σ0, which means that the bank

makes losses when ε = 1. To guarantee that the bank is able to repay its depositors in

full, it must be that

e ≥ k
[σ0 − (R− r − p)]

1 + r
,

which can be viewed as a market-imposed leverage constraint.15

The competitive equilibrium is characterized by a loan rate R and a lending volume

K that are compatible with expected pro�t maximization by each individual bank:

max
k

e(1 + r) + k(R− r − p) s.t.

k[σ0 − (R− r − p)] ≤ e(1 + r)

and the loan market clearing condition

K = L(R).

Note that the leverage constraint must be also satis�ed at the aggregate level. Then,

it is easy to see that, depending on the aggregate level of banks' capitalization E, two

cases are possible.

15An equivalent interpretation is that banks �nance themselves by repos, and the lender applies a hair
cut equal to the maximum possible value of the asset (the loan portfolio) that is used as collateral. The
justi�cation of the leverage constraint in our framework di�ers from the other ones that are put forward
by academics. One of them relates to the limitation on pledgeable income by bank insiders (Holmstrom
and Tirole (1997)) and backs the concept of "inside" equity that plays the role of "the skin in the game"
for banks. The other academic justi�cation for leverage constraints stems from the limited resalability
of collateral (Kiyotaki and Moore (1997)), thereby, placing emphasis on the asset side of borrowers'
balance sheets, whereas we focus here on the banks' liabilities. These three justi�cations for leverage are
di�erent, but not independent.
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Case 1: well-capitalized banking sector. When aggregate bank capitalization is

su�ciently high, the leverage constraint does not bind and thus the equilibrium loan rate

is given by R∗ = r + p ≡ Rfb, which corresponds to the First-Best allocation of credit.

This case occurs when

E ≥ E∗ ≡ L[Rfb]σ0

1 + r
.

Case 2: undercapitalized banking sector. When aggregate bank capitalization

is low, the leverage constraint binds and the equilibrium loan rate is de�ned implicitly

by the unique value R ≡ R(E) such that

L(R)[σ0 − (R− r − p)] = E(1 + r). (1)

Since the left-hand side of Equation (1) is decreasing in R, the loan rate R(E) resulting

from (1) is decreasing in E (for E < E∗), which implies that R(E) > r + p. Thus, this

parsimonious model illustrates an important idea: since depositors want riskless deposits,

the competitive loan rate R(E) and credit volume K(E) are functions of the aggregate

bank capitalization (or loss absorbing capacity) E. An insu�cient loss absorbing capacity

(E < E∗) drives the loan rate away from its First-Best level. Thus, in our model, bank

equity plays the role of a loss absorbing bu�er, very much in the spirit of the concept

that is put forward by regulators.

Note that the shareholder value of any individual bank (i.e., expected present value

of its pro�t) is proportional to its book value e and depends on aggregate capitalization.

More speci�cally, this shareholder value equals

v(e, E) =

e
(1+r)
(1+ρ)

, E ≥ E∗

e (1+r)
(1+ρ)

[
1 + R(E)−r−p

σ0−(R(E)−r−p)

]
, E < E∗.

This implies that the market-to-book value of equity is the same for all banks and is

a decreasing function of aggregate bank capitalization:

v(e, E)

e
≡ u(E) =

(1 + r)

(1 + ρ)

( σ0

σ0 − (R(E)− r − p)

)
.

Note that in our model banks are exposed to the same aggregate shocks. Therefore,

the fact that an individual bank incurs a loss implies that the entire banking sector incurs

losses (symmetrically, collects gains), so that an individual bank's loss is magni�ed by an

increase in u(E) and, vice-versa, each bank's gain is reduced because of the decrease in

u(E). As we will see in the continuous-time setting, there exists a particular value of the

loan rate R(E) that exactly compensates for the �uctuation of the market-to-book value

9



and allows for an interior choice of lending by banks.

The following proposition summarizes our results for the static benchmark:

Proposition 1 When σ0 > R−r−p, there is a unique competitive equilibrium, in which

bank capital matters for the dynamics of lending. The loan rate R is a (weakly) decreasing

function of E:

• when E ≥ E∗, R(E) = Rfb ≡ r + p;

• when E < E∗ =
L[Rfb]σ0

1+r
, R(E) is the unique solution of

L(R)
[
σ0 − (R− r − p)

]
= E(1 + r).

All the banks have the same leverage k
e

= L[R(E)]
E

and the same market-to-book value

of equity:

u(E) =
(1 + r)

(1 + ρ)

( σ0

σ0 − (R(E)− r − p)

)
,

which both are decreasing functions of E.

3 The continuous-time model

We now turn to the dynamic model in continuous time. In the core of the text we

assume that λ = ρ so that the riskless deposit rate is r = 0. The case r > 0 is studied

in Appendix D, where we also show that r = ρ − λ also holds in the continuous time

framework.

The main �nancial friction in our model is that banks face a proportional issuance cost

when they want to issue new equity.16 This cost is supposed to be a decreasing function

γ(E) of aggregate bank capital. This formulation is aimed at capturing the idea that

the more capitalized the banking sector (higher E) is, the less di�cult it will be to �nd

investors that are willing to buy new shares of a bank. For simplicity, we neglect other

external frictions such as adjustment costs for loans or �xed costs of issuing equity.17

This implies that our economy exhibits an homotheticity property: all banks' decisions

(lending, dividends, recapitalization) are proportional to their equity levels. In other

words, all banks make the same decisions at the same moment, up to a scaling factor

equal to their equity level. This entails an important simpli�cation: only the aggregate

16On top of direct costs of equity issuance, equity issuance costs may also capture ine�ciencies caused
by asymmetric information, but they are not modeled here.

17We also disregard any frictions caused by governance problems inside the banks or government
explicit/implicit guarantees.
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size of the banking sector, re�ected by aggregate bank capitalization, matters for our

analysis, whereas the number of banks and their individual sizes do not play any role.

Taking the continuous time limit of the return on assets for banks, we obtain:

(Rt − p)dt− σ0dZt, (2)

where
{
Zt, t ≥ 0

}
is a standard Brownian motion.

We investigate the existence of a Markovian competitive equilibrium, where all aggre-

gate variables are deterministic functions of the single state variable, namely, aggregate

bank equity, Et. When r = 0, the dynamics of aggregate equity Et satis�es

dEt = K(Et)[(R(Et)− p)dt− σ0dZt]− d∆t + dIt, (3)

where K(Et) denotes aggregate lending, d∆t ≥ 0 denotes aggregate dividend payments

and dIt ≥ 0 are aggregate equity injections. Aggregate deposits are determined by the

residual K (Et)− Et.18

De�nition 1 A stationary Markovian competitive equilibrium consists of an aggregate

bank capital process Et, a loan rate R(E) and a credit volume K(E) functions that are

compatible with individual banks' pro�t maximization and the credit market clearing con-

dition K(E) = L[R(E)].

In the following subsections we show the existence of a unique stationary Markovian

equilibrium and study its implications on �nancial stability.

3.1 The competitive equilibrium

To characterize the competitive equilibrium, we have to determine the optimal re-

capitalization and �nancing decisions of individual banks as well as a functional relation

between the aggregate level of bank equity Et and the loan rate Rt. Consider �rst the op-

timal decision problem of an individual bank that takes the loan rate function Rt = R(Et)

as given and makes its decisions based on the level of its own equity et and aggregate eq-

uity Et. Bank shareholders choose lending kt ≥ 0, dividend dδt ≥ 0 and recapitalization

dit ≥ 0 policies so as to maximize the market value of equity:19

v(e, E) = max
kt,dδt,dit

E
[∫ +∞

0

e−ρt (dδt − (1 + γ(Et))dit)|e0 = e, E0 = E

]
, (4)

18Note also that we do not restrict the sign of K (E)−E, so that in principle, we also allow for liquid
reserves (cash) in the form of negative deposits. However, in the competitive equilibrium, holding liquid
reserves turns out to be suboptimal for banks.

19Throughout the paper, we use lower case letters for individual bank variables and upper case letters
for aggregate variables.
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where aggregate equity Et evolves according to (3) and

det = kt[(R(Et)− p)dt − σ0dZt]− dδt + dit. (5)

A fundamental property of the individual decision problem of a bank is that the feasi-

ble set, in terms of trajectories of (kt, dδt, dit), and the objective function are homogeneous

of degree one in the individual equity level et. Therefore, the value function itself must

satisfy:20

v(e, E) = eu(E),

where e re�ects the book value of equity and u(E) can be thought of as the market-to-

book value of equity for banks.

Using the above property and applying standard dynamic programming methods (see

Appendix A), it can be shown that the market-to-book value of equity drives all bank

policies in our framework. The optimal dividend and recapitalization policies turn out to

be of the "barrier type".21 In particular, dividends are distributed only when Et = Emax,

where Emax is such that u(Emax) = 1. In other words, distribution of dividends only

takes place when the marginal value of equity capital equals the shareholders' marginal

value of consumption. Recapitalizations occur only when Et = Emin, where Emin satis�es

u(Emin) = 1 + γ(Emin), i.e., when the marginal value of equity equals the total marginal

cost of equity issuance. As long as aggregate bank equity Et remains in between Emin and

Emax, �uctuations of the individual bank's equity are only caused by retained earnings

or absorbed losses. Given that the market-to-book value is the same for all banks, bank

recapitalizations and dividend payments in our economy are perfectly synchronized in

time.

Maximization with respect to the level of lending kt shows that the optimal lending

policy of the bank is indeterminate, i.e., bank shareholders are indi�erent with respect

to the volume of lending. Instead, the latter is entirely determined by the �rms' demand

for credit.22 We show in Appendix A that the maximization problem (4) has a non-

20This useful property of the value function is a natural consequence of the scale invariance property
of our model.

21The barrier-type recapitalization and payout policies have been extensively studied by the corporate
liquidity management literature (see e.g. Jeanblanc and Shiryaev (1996), Milne and Robertson (1996),
Décamps et al. (2011), Bolton et al. (2012, 2013), Hugonnier et Morellec (2015) among others) that places
emphasis on the loss-absorbing role of corporate liquid reserves in the presence of �nancial frictions. In
our model, the role of book equity is very similar to the role of liquidity bu�ers in those models. However,
we di�erentiate from this literature by allowing for the feedback loop between the individual decisions
and the dynamics of individual book equity via the general equilibrium mechanism that determines the
loan rate and thus a�ects the expected earnings of a bank.

22This situation is analogous to the case of an economy with constant returns to scale, in which the
equilibrium price of any output is only determined by technology (constant marginal cost), whereas the
volume of activity is determined by the demand side.
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degenerate solution if and only if the market-to-book ratio simultaneously satis�es two

equations:

[R(E)− p]u(E) = −K(E)σ2
0u
′(E), (6)

and

ρu(E) = K(E)[R(E)− p]u′(E) +
σ2

0K
2(E)

2
u′′(E), (7)

where K(E) = L[R(E)].

Combining these two equations, we �nd that R(E) satis�es a �rst-order di�erential

equation:

R′(E) = − 1

σ2
0

2ρσ2
0 + (R(E)− p)2(

L[R(E)]− [R(E)− p]L′[R(E)]
) ≡ − 1

H[R(E)]
. (8)

Given that L′(R) < 0, it is easy to see that R′(E) < 0: In the states with higher

aggregate capital, banks charge lower loan rates, which leads to higher volume of credit

and output in the economy. In contrast, when aggregate bank capital gets scarce after a

long series of negative aggregate shocks, the loan rate increases, which entails a reduction

in credit and output.23 Thus, in line with empirical evidence (see, e.g., Becker and

Ivashina (2014)), our model generates a procyclical pattern of lending.

It is important to emphasize that, for any level of bank capitalizationE ∈ [Emin, Emax),

the risk-adjusted credit spread R(E)− p remains strictly positive. Indeed, expressing the

loan rate R(E) from equation (6) immediately shows that, for any E > Emax, bank

shareholders require a strictly positive premium for accepting to lend:

R(E) = p+ σ2
0K(E)

[
− u′(E)

u(E)

]
︸ ︷︷ ︸

�lending premium�

. (9)

To understand the �raison d'être� for this lending premium, consider the impact of

the marginal unit of lending on shareholder value v(e, E) ≡ eu(E). A marginal increase

in the volume of lending increases the bank's exposure to aggregate shocks. However,

note that the aggregate shock not only a�ects the individual bank's equity et but also

aggregate equity Et and thus the market-to-book ratio u(E) that is decreasing in E.24

Thus, if there is a negative aggregate shock dZt > 0 that depletes the individual bank's

equity, the e�ect of this loss on shareholder value gets ampli�ed via the market-to-book

23Another remark to be made in light of the negative relation between the loan rate and aggregate
equity is that recapitalizations occur when the bank makes a strictly positive pro�t in expectation,
whereas dividends are distributed when the bank makes a zero expected pro�t.

24Intuitively, having an additional unit of equity reduces the probability of facing costly recapitaliza-
tions in the short-run, so that the marginal value of equity, u(E), is decreasing with bank capitalization.
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ratio. Symmetrically, a positive aggregate shock (dZt < 0), while increasing book equity,

translates into a reduction of u(Et), which reduces the impact of positive pro�ts on

shareholder value. This mechanism gives rise to e�ective risk aversion with respect to

variation in aggregate capital, which explains why risk-neutral bankers require a positive

spread for accepting to lend.

Note that, given the equilibrium loan rate R(E), the market-to-book value function

can be computed by solving the equation (9) under the boundary condition u(Emax) = 1:

u(E) = exp
(∫ Emax

E

R(E)− p
σ2

0L[R(E)]
dE
)
≡ exp

(
A(E)

)
. (10)

The following proposition summarizes the characterization of the competitive equilib-

rium.

Proposition 2 There exists a unique Markovian equilibrium, in which aggregate bank

capital evolves according to:

dEt = L[R(Et)][(R(Et)− p)dt− σ0dZt], Et ∈ (0, Emax). (11)

The loan rate function R(E) is de�ned in the interval [Rmin, Rmax], such that Rmin ≡
R(Emax) = p and Rmax ≡ R(0), and is implicitly given by the equation

E =

∫ Rmax

R(E)

H(s)ds, where H(s) =
σ2

0[L(s)− (s− p)L′(s)]
2ρσ2

0 + (s− p)2
. (12)

If the equation25

A[E(Rmax)] = log(1 + γ(0)) (13)

has a solution Rmax < ∞, banks recapitalize at Emin = 0. Otherwise, recapitalizations

never take place and banks default upon reaching Emin = 0.

Proposition 2 shows in particular that Emin = 0, which means that unregulated banks

wait until the last moment before recapitalizing. Moreover, when limA[E(Rmax)]
Rmax→∞

<

log(1 + γ(0)), the recapitalization costs are too high so that banks would never recapital-

ize,26 and the banking sector would collapse unless the government bails it out. For the

rest of the paper, we will focus on the former case.

The typical patterns of the loan rate R(E) and the market-to-book value u(E) that

emerge in the competitive equilibrium are illustrated in Figure 1. Note that the loan rate

25The change of the variable of integration transforms Equation (13) into∫ Rmax

p

(R− p)H(R)

σ2
0D(R)

dR = log(1 + γ(0)).
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Figure 1: Loan rate and market-to-book ratio in the competitive equilibrium
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Notes: this �gure reports the typical patterns of the loan rate R(E) (left panel) and market-to-book ratio u(E) (right
panel) in the competitive equilibrium.

function R(E) cannot generally be obtained in closed form. However, it turns out that

the dynamics of the loan rate Rt = R(Et) is explicit. Indeed, applying Itô's lemma to

Rt = R(Et) yields:

dRt = L[R(Et)]

(
(R(Et)− p)R′(Et) +

σ2
0L[R(Et)]

2
R′′(Et)

)
︸ ︷︷ ︸

µ(Rt)

dt−σ0L[R(Et)]R
′(Et)︸ ︷︷ ︸

σ(Rt)

dZt.

(14)

After some computations involving the use of (8), one can obtain the drift and the

volatility of Rt = R(Et) in closed form. This yields the following proposition:

Proposition 3 The loan rate Rt = R(Et) has explicit dynamics

dRt = µ(Rt)dt+ σ(Rt)dZt, p ≤ Rt ≤ Rmax, (15)

with re�ections at both ends of the support. The volatility function is given by

σ(R) =
2ρσ2

0 + (R− p)2

σ0

(
1− (R− p)L′(R)

L(R)

) . (16)

The drift function is

µ(R) = σ(R)(R− p)h(R)

2
, (17)

where

h(R) =
σ(p)− σ(R)

(R− p)2
− 1

σ0

+
σ′(R)

R− p
. (18)

26It can be shown that the boundary Emin = 0 is attainable by the process Et de�ned in (3). By
contrast, the model by Brunnermeier and Sannikov (2014) provides an example of the process that
never attains the lowest feasible state, which completely rules out the possibility of defaults even when
recapitalizations are not possible.
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Overall, the dynamics of Et and Rt = R(Et) in the competitive equilibrium depends

on the credit demand function L(R) and four parameters: the exposure to aggregate

shocks (or fundamental volatility) σ0, the unconditional probability of default p, the

discount factor ρ and the maximum level of the recapitalization cost γ(0). In equilibrium

with recapitalizations, the loan rate Rt �uctuates between its �rst-best level p and Rmax.

Moreover, it follows immediately from the expression (13) that the maximum lending

premium, Rmax − p, is increasing with the magnitude of �nancial frictions, γ(0). Thus,

our model predicts that loan rates, lending and, thereby, output will be more volatile

in economies with stronger �nancial frictions. At the same time, expression (12) shows

that the target level of bank capitalization, Emax, is increasing with Rmax. Thus, the loss

absorbing capacity of equity becomes more important under stronger �nancing frictions.27

By contrast, in the absence of �nancial frictions, i.e., when γ(E) ≡ 0, one would have

Rmax = p and E ≡ 0, so that there would no role for bank equity and no �uctuations of

credit.

3.2 Long run behavior of the economy

We now study the long-run behavior of the economy in the competitive equilibrium.

To this end, we look at the long-run behavior of the loan rate, with explicit dynamics

given by Equation (15).28 The behavior of the economy can be described by an ergodic

density function which measures the average time spent in the neighborhood of each

possible loan rate R: the states with lower R (equivalently, high aggregate capital E)

can be interpreted as "boom" states and the states with higher R (equivalently, low

aggregate capital E) can be thought of as "bust" states. The ergodic density function

can be computed by solving the Kolmogorov forward equation (see details in Appendix

A).

Proposition 4 The competitive loan rate process Rt is ergodic. Its asymptotic distribu-

tion is characterized by the probability density function

g(R) =
C0

σ2(R)
exp
(∫ R

p

2µ(s)

σ2(s)
ds
)
, (19)

where the constant C0 is such that
∫ Rmax

p
g(R)dR = 1.

27Note that the cost of recapitalization γ only a�ects Rmax and Emax, without intervening in the
expressions of µ(R), σ(R) and u(E).

28Working with Rt instead of Et enables us to provide an analytic characterization of the system's
behavior, because the drift and volatility of Rt are closed-form expressions. By contrast, the drift and
volatility of the process Et cannot in general be obtained in closed form, since R(E) has an explicit
expression only for particular speci�cations of the credit demand function.
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By di�erentiating the logarithm of the ergodic density de�ned in (19), we obtain:

g′(R)

g(R)
=

2µ(R)

σ2(R)
− 2σ′(R)

σ(R)
. (20)

Using the general formulas for σ(R) and µ(R), it can be shown that σ(p) = 2ρσ0,

σ′(p) = 2ρσ0
L′(p)
L(p)

< 0 and µ(p) = 0. Hence, g′(p) > 0, which means that the state

R = p that would correspond to the deterministic steady state is de�nitely not the one

at which the economy spends most of the time in the stochastic set up.29 To get a deeper

understanding of the determinants of the system behavior in the long run, we resort to

the particular demand speci�cation:

L(R) = (R−R)β, (21)

where β > 0 and p < R.

Figure 2: Volatility and ergodic density of R
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Notes: this �gure reports the typical patterns of the loan rate volatility (left panel) and the ergodic density (right panel).

Figure 2 reports the typical patterns of the endogenous volatility σ(R) (the left-hand

side panel) and the ergodic density g(R) (the right-hand side panel) for the above loan

demand speci�cation. It shows that the extrema of the ergodic density almost coincide

with those of the volatility function, i.e., the economy spends most of the time in the

states with the lowest loan rate volatility. Intuitively, the economy can get "trapped" in

the states with low loan rate volatility because the endogenous drift is generally too small

to move it away from these states. In fact, σ(R) turns out to be much larger than µ(R)

for any level of R, so that the volatility impact always dominates the drift impact.30 In

this light, relying on the results of the impulse response analysis that is typically used in

29See Appendix E for the analysis of the properties of the deterministic steady-state.
30The reason is that the factor h(R) in the expression of µ(R) is very small.
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the standard macromodels in order to infer the long-run behavior of the economy would

be misleading (see Appendix E).

Note that functions σ(.) and g(.) must be truncated (and, in the case of the ergodic

density, rescaled) on [p,Rmax], where Rmax depends on the magnitude of the maximum

level of issuing costs γ(0). For the chosen speci�cation of the loan demand function,

L(R) = (R − R)β, we always have Rmax < R.31 However, Rmax can be arbitrary close

to R, which typically happens with very strong �nancial frictions and low elasticity of

credit demand. In that case the economy will spend quite some time in the region where

the loan rate is close to Rmax. We interpret this situation as a persistent "credit crunch":

it manifests itself via scarce bank equity capital, high loan rates, low volumes of lending

and output.

This "credit crunch" scenario is reminiscent to the "net worth trap" documented

by Brunnermeier and Sannikov (2014).32 In their model, the economy may fall into a

recession because of the ine�cient allocation of productive capital between more and

less productive agents, which they call �experts� and �households� respectively. This

allocation is driven by the dynamics of the equilibrium price of capital, which depends

on the fraction of the total net worth in the economy that is held by experts. After

experiencing a series of negative shocks on their net worth, experts have to sell capital

to less productive households, so that the average productivity in the economy declines.

Under a reduced scale of operation, experts may struggle for a long time to rebuild net

worth, so that the economy may be stuck in a low output region. In our model, the output

in the economy is driven by the volume of credit that entrepreneurs can get from banks,

whereas the cost of credit depends on the level of aggregate bank capitalization. When the

banking sector su�ers from a series of adverse aggregate shocks, its loss absorbing capacity

deteriorates. As a result, the ampli�cation mechanism working via the market-to-book

value becomes more pronounced and bankers thus require a larger lending premium. The

productive sector reacts by reducing its demand for credit and the banks have to shrink

their scale of operations, which makes it even more di�cult to rebuild equity capital.

4 Impact of capital regulation

So far our analysis has been focused on the "laissez-faire" environment in which banks

face no regulation. Our objective in this section is to understand the impact of a minimum

capital ratio on bank policies and welfare. Let us assume that public authorities enforce

a minimum capital requirement, under which each bank must maintain equity capital

31To prove this property, it is su�cient to show that the integral
∫ R
p

(R−p)H(R)
σ2
0L(R)

dR diverges.
32In a partial equilibrium set-up, a similar result is found by Isohätälä, Milne and Robertson (2014).
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above a certain fraction of loans, i.e.,

et ≥ Λkt,

where Λ ∈ (0, 1] is the minimum capital ratio.33

Note that, under such a formulation, banks have two options to comply with mini-

mum capital requirements. The �rst option is to immediately recapitalize as soon as the

regulatory constraint starts binding. The second option consists in cutting on lending and

reducing deposit taking. We show below that, in our model, banks use the �rst option

when Et is small and the latter when Et is large. In other words, a capital ratio does

two things: it forces banks to recapitalize earlier (i.e., Emin > 0) and to reduce lending

as compared to the unregulated case.

To solve for the regulated equilibrium, we again start by looking at the maximization

problem of an individual bank. As in the unregulated set-up, bank shareholders maximize

the market value of their claim by choosing their lending, recapitalization and dividend

policies subject to the regulatory restriction on the volume of lending:

vΛ(e, E) ≡ euΛ(E) = max
kt≤ e

Λ
,dδt,dit

E
[∫ +∞

0

e−ρt (dδt − (1 + γ(Et))dit)|e0 = e, E0 = E

]
.

(22)

To have the intuition of the solution to the above problem, recall that, in the unreg-

ulated case, bank recapitalizations take place only when equity is completely depleted.

Thus, it is natural to expect that the regulatory constraint will be binding for relatively

low levels of equity. Indeed, in the general case, the bank may �nd itself in one of two

cases: (i) when its level of equity is relatively high, the regulatory constraint is not bind-

ing and the volume of lending is still determined by the �rms' demand for credit; (ii)

in the states with low equity, the regulatory constraint binds and the volume of lending

is determined by kt = et/Λ. Due to the homotheticity property, at each point in time,

all banks have the same leverage ratio. Thus, it is legitimate to anticipate the existence

of the critical level of bank capital EΛ
c , such that the regulatory constraint binds (for

all banks) for any E ∈ [EΛ
min, E

Λ
c ] and is slack for any E ∈ (EΛ

c , E
Λ
max]. This critical

threshold EΛ
c must satisfy

K(EΛ
c )

EΛ
c

=
1

Λ
.

For Λ high enough, EΛ
c tends to EΛ

max and the unconstrained region disappears entirely.

For future reference, we denote the critical leverage ratio above which the unconstrained

33Since our model only considers one type of bank assets (loans), we cannot discuss the issue of risk
weights or distinguish a leverage ratio from a risk-weighted capital ratio.
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region disappears by Λ∗.

Proposition 5 For all Λ ∈ (0, 1], there exists a unique regulated equilibrium, where the

support of Et is [EΛ
min, E

Λ
max]. This equilibrium is characterized by one of two regimes:

a) for Λ ≥ Λ∗, the regulatory constraint binds over the entire interval [EΛ
min, E

Λ
max]. The

loan rate is explicitly given by

R(Et) = L−1[Et/Λ], (23)

where L−1 is the inverse function of the loan demand. The dynamics of aggregate bank

capital is given by:

dEt
Et

=
1

Λ

(
L−1[Et/Λ]− p)dt− σ0dZt

)
, E ∈ (EΛ

min, E
Λ
max).

b) for Λ < Λ∗, the capital constraint only binds for E ∈ [EΛ
min, E

Λ
c ] and is slack for

E ∈ (EΛ
c , E

Λ
max], where E

Λ
c is a critical capitalization level. When E ∈ (EΛ

min, E
Λ
c ], the

dynamics of aggregate equity and the loan rate function are de�ned as in the regime

a). When E ∈ (EΛ
c , E

Λ
max), the loan rate satis�es the �rst-order di�erential equation34

R′(E) = −1/H(R(E)) with the boundary condition R(EΛ
c ) = L−1[EΛ

c /Λ].

In either regime, banks distribute dividends when Et = EΛ
max and recapitalize when Et =

EΛ
min.

We show in the Appendix C.1 that, in the unconstrained region (EΛ
c , E

Λ
max), the

market-to-book value still simultaneously satis�es Equations (6) and (7), whereas in the

constrained region (EΛ
min, E

Λ
c ) it satis�es instead

ρ =
E(L−1[E/Λ]− p)

Λ

u′Λ(E)

uΛ(E)
+
σ2

0E
2

2Λ2

u′′Λ(E)

uΛ(E)
, (24)

under the condition
u′Λ(E)

uΛ(E)
≥ −L

−1[E/Λ]− p
σ2

0E/Λ
, (25)

with equality at E = EΛ
c .

The optimal recapitalization and payout decisions are characterized by two bound-

aries, EΛ
min (recapitalizations) and EΛ

max (dividend payments), such that uΛ(EΛ
min) =

1 + γ(EΛ
min) and uΛ(EΛ

max) = 1. In Appendix C.1 we provide the detailed description

of the computational procedure that enables us to numerically solve for the regulated

equilibrium.

34The function H(.) is de�ned in (8). Thus, in the region E ∈ (EΛ
c , E

Λ
max), the dynamics of aggregate

equity is described by the same di�erential equation as in the unregulated set-up.
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4.1 Capital regulation and lending

To get general insight into the impact of capital regulation on the cost of credit and the

bank's policies, we perform a comparative static analysis by computing the equilibrium

characteristics of bank policies for all values of Λ ∈ (0, 1]. The left panel of Figure 3

reports the values of EΛ
min, E

Λ
max and EΛ

c (solid lines), contrasting them to the values

Emin and Emax computed in the unregulated setting (dashed lines). The minimum and

the maximum boundaries of the loan rate are reported in the right panel of Figure 3.

This �gure shows that, as long as the capital ratio is not too high, the bank may �nd

itself in either constrained or unconstrained region, but above some critical level Λ∗ of

a capital ratio (Λ∗ = 29% in this example), the regulatory constraint is always binding.

In contrast with the unregulated set-up, shareholders always recapitalize the bank before

completely exhausting bank capital.35 The minimum loan rate is still equal p as long

as Λ < Λ∗ and the unconstrained region exists. However, for Λ ≥ Λ∗, the increase in

Λ entails the upward shift in the entire support of R, as the loan rate becomes entirely

determined by the binding regulatory constraint.

Figure 3: Minimum capital ratio and bank policies
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Notes: this �gure illustrates the e�ect of minimum capital requirements on banks' policies. Solid lines in the left panel
depict the optimal recapitalization (EΛ

min) and payout (EΛ
max) barriers, as well as the critical barrier EΛ

c such that the

regulatory constraint is binding for E ≤ EΛ
c . Solid lines in the right panel depicts the minimum (RΛ

min ≡ R(EΛ
max))

and maximum (RΛ
max ≡ R(EΛ

min)) boundaries for the loan rate, as well as the critical loan rate RΛ
c ≡ R(EΛ

c ) such that

the regulatory constraint is binding for any R ≥ R(EΛ
c ). Dashed lines in both panels illustrate the outcomes of the

competitive equilibrium in the unregulated set-up. For Λ > Λ∗, a critical level EΛ
c does not exist, i.e., the regulatory

constraint is binding for any E ∈ [EΛ
min, E

Λ
max]. Parameter values used: ρ = 0.05, σ0 = 0.05, p = 0.02, R = 0.15,

γ(E) = 0.15 exp
(
− 100E

)
+ 0.05, L(R) = R−R.

Figure 4 illustrates the short-run impact of capital regulation on loan rates (left panel)

and lending (right panel). In the short run, a higher capital ratio reduces lending. Inter-

estingly, it does so even when the capital constraint is not binding, i.e., when E > EΛ
c .

The reason is that banks anticipate that the regulatory constraint will bind in the future

35As we discuss in Appendix B.2, recapitalizing at a strictly positive level of capital is (generally) also
optimal from the social perspective, as it helps to reduce issuance costs.
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and require higher lending premium by precautionary reasons.

Understanding the long run impact of capital requirements on lending, however, re-

quires a more subtle approach than a simple comparison of the lending patterns that

arise under di�erent levels of capital ratio. In particular, the probabilistic behavior of

the economy should be taken into account. We therefore analyze the long-run impact of

capital regulation on lending by looking at the intertemporal average loan rate R̃Λ that

is computed according to the following formula:

R̃Λ =

∫ RΛ
max

RΛ
min

RgΛ(R)dR,

where gΛ(R) is the ergodic density function in the regulated equilibrium (see Appendix

C.2 for the computational details).

The left panel of Figure 5 reports the typical pattern of the average intertemporal

loan rate for all values of Λ ∈ (0, 1]. It shows that, when capital ratios remain relatively

low, the average loan rate does not actually increase and may even slightly decrease.

This result is driven by the behavior of the ergodic density that re�ects the probabilistic

behavior of the economy in the long run (see Appendix C.2 for details). In fact, the

ergodic density is higher in the unconstrained region and is lower in the constrained

region. When Λ increases (while remaining relatively low), the constrained region with

lower capitalization and higher loan rates expands, but, simultaneously, there is a higher

concentration of density in the unconstrained region with higher capitalization and lower

loan rates. This implies that, in the long run, banks will spend quite a lot of time in the

states with higher capitalization and lower loan rates, so that, for moderate capital ratios,

the average loan rate does not increase and may even slightly decrease. As a result, for

reasonable levels of capital ratios, there is no adverse e�ect on lending in the long run, as

the adverse e�ect on the loan rate is o�set by the positive e�ect on average capitalization.

By contrast, for high levels of capital ratios such that the regulatory constraint becomes

always binding, raising a capital ratio would monotonically increase the average loan rate

(this is because raising Λ shifts the support of R to the right), thereby, reducing lending.

Overall, our model suggests the existence of a non-monotonic relationship between

the increase in the minimum capital requirements and lending in the long run, with a

certain critical level of capital ratio that maximizes the average lending.36

36The empirical evidence on the long-run impact of minimum capital requirements remains very scarce.
The two studies we are aware of that explicitly address this question are Berrospide and Edge (2010)
and Bridges et al.(2014). Using the data for U.S. bank holding companies for the period from 1992
to 2009, Berrospide and Edge (2010) �nd that the long-run impact of exogenous changes in the bank
capital ratios on the loan growth is positive but remains very small. Bridges et al.(2014) use a data set
for the U.K. banking sector for the period from 1990 to 2011. They �nd that the increases in the capital
requirements induce the banks to cut on lending in the short run, but the loan growth rate is restored
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Figure 4: Short run impact of capital regulation on loan rates and lending
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Notes: this �gure illustrates the short run impacts of capital requirements on loan rates (the left hand side panel) and lending
(the right hand side panel). Solid curves Λ = 0 correspond to the unregulated set-up. Under the lower level of minimum
capital ratio (≈ 10% in our example), the regulatory constraint binds only for the lower levels of bank capitalization. For
the higher level of capital ratio (30% in our example), the slope of the lending curve is entirely determined by the binding

regulatory constraint. Parameter values used: ρ = 0.05, σ0 = 0.05, p = 0.02, R = 0.15, γ(E) = 0.15 exp
(
− 100E

)
+ 0.05,

L(R) = R−R.

4.2 Capital regulation and social welfare

To complete our analysis, we study the implications of capital requirements on so-

cial welfare. In our simple set-up, social welfare equals the aggregate lifetime utility of

households and can be computed as the sum of the market value of the �rms (i.e., the

expected discounted pro�t of the productive sector) and the aggregate value of banks:37

W (E) = E
[∫ +∞

0

e−ρt (πF (Kt) + d∆t − (1 + γ (Et)) dIt)|Et = E

]
, (26)

where πF (K) ≡ F (K) − KF ′ (K) denotes the aggregate instantaneous production of

�rms net of credit costs (recall that the market for bank credit must clear, i.e., K (E) =

L (R (E)) and F ′(K (E)) = R (E)).

By using aggregate bank equity E as a state variable, we can apply standard pricing

methods to compute the social welfare function. Recall that, in the region (EΛ
min, E

Λ
max),

banks neither distribute dividends nor recapitalize, so that the available cash �ow consists

uniquely of the �rms' pro�t. Therefore, for E ∈ (EΛ
min, E

Λ
max), the social welfare function,

withing 3 years, which suggests that the negative impact of raising capital requirements in fact vanishes
in the long run.

37Since recapitalizations are feasible and the deposit rate satis�es r = ρ− λ (cf. Appendix D), social
welfare in our model is equivalent to the expected intertemporal consumption of households.
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W (E), must satisfy the following di�erential equation:38

ρW (E) = πF [K(E)] +K(E) [F ′ (K (E))− p]W ′(E) +
σ2

0

2
K2(E)W ′′(E). (27)

Note that dividend distributions and bank recapitalizations only a�ect the market

value of banks, without producing any immediate impact on the �rms' pro�t. However,

bank recapitalizations generate costs that depend on the aggregate bank equity E. These

observations yield two boundary conditions,W ′(EΛ
max) = 1 andW ′(EΛ

min) = 1+γ
(
EΛ
min

)
,

that are needed to numerically compute welfare in the regulated equilibrium.

To keep track of the long-run e�ect of minimum capital requirements on welfare, we

numerically compute the average intertemporal welfare W̃Λ as a function of the regulatory

parameter Λ, by using the formula:39

W̃Λ =

∫ RΛ
max

RΛ
min

W [E(R)]gΛ(R)dR.

Figure 5: Long run impact of capital regulation on lending and welfare
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Notes: this �gure illustrates the long run impacts of capital requirements on the loan rate (the left-hand side panel)
and welfare (the right-hand side panel). The blue dashed lines correspond to the levels of the average loan rate and
average welfare in the unregulated set-up. Parameter values used: ρ = 0.05, σ0 = 0.05, p = 0.02, R = 0.15, γ(E) =

0.15 exp
(
− 100E

)
+ 0.05, L(R) = R−R.

The right panel of Figure 5 illustrates the typical pattern of the intertemporal average

welfare W̃Λ as a function of the regulatory parameter Λ (the solid line), contrasting it to

the average intertemporal welfare computed in the unregulated set-up (the dashed line).

It is easy to see that the pattern of the average welfare almost mirrors the pattern of the

38Note that, in the regulated equilibrium, the right-hand side of Equation (27) has di�erent expressions
in the regions [EΛ

min, E
Λ
c ] and (EΛ

c , E
Λ
max], and the continuity of W (E) and its �rst derivative at E = EΛ

c

is required.
39Since the ergodic density is computed as a function of the loan rate R, the social welfare must be

rewritten as a function of R too, by using the fact that E = [R(E)]−1 and the mapping E → R(E) is
unique.
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average loan rate. The maximum welfare is attained for a larger value of Λ than the one

corresponding to the minimum of the average loan rate R̃Λ, because of the additional

e�ect generated by lower recapitalization costs. Nevertheless, in all numerical scenarios

we tried, the optimal level of minimum capital requirements maximizing social welfare

remains below the critical level Λ∗ above which the regulatory constraint always binds.40

This result suggests that very high capital requirements would be harmful for social

welfare.

5 Conclusion

This paper develops a general equilibrium model of commercial banking, in which

banks satisfy households' needs for safe deposits and channel funds to the productive

sector. Bank capital plays the role of a loss-absorbing bu�er that insulates banks from

the need to undertake costly recapitalizations too often. In our model, the aggregate

level of bank capitalization drives the cost and the volume of lending. Speci�cally, we

establish a negative relation between the equilibrium loan rate and the level of aggregate

bank capital. The closed-form characterization of the equilibrium dynamics of loan rates

enables us to study analytically the long-run behavior of the economy. We show that

this behavior is ergodic and is essentially determined by the volatility of the loan rate

and the magnitude of �nancing frictions. The economy never spends a lot of time at the

deterministic steady state and, under severe �nancing frictions, may spend quite a lot of

time in a credit crunch regime.

We use our model to study the impact of minimum capital requirements on lending.

We �nd that implementing a higher capital ratio induces two e�ects: on the one hand, it

increases the loan rates for any given level of capital; on the other hand, it induces banks

to operate with more capital, so that, for moderate levels of capital ratios, the average

intertemporal loan rate does not increase but may even slightly decrease, which implies

higher lending. In such a case, the trade-o� between stability and growth disappears in

the long run. However, for high levels of minimum capital requirements, any increase

in a minimum capital ratio entails an increase in the average loan rate leading to the

substantial reductions in lending and social welfare.

It should be acknowledged that our model su�ers from several limitations. First, it

only considers commercial banking activities (deposit taking and lending), while neglect-

ing market activities such as securities and derivatives trading. Second, it only considers

di�usion risks that do not lead to actual bank defaults, but merely �uctuations in the

size of the banking sector. A consequence of these limitations is that we cannot address

40In our numerical simulations, Λ∗ ranges in between 22%− 30% depending on the parameter values.
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the important questions of banks' excessive risk-taking and the role of capital regulation

in the mitigation of this behavior, which have already been the subject of a large aca-

demic literature. Finally, in this paper we have focused on the scenario in which private

bank recapitalizations prevent systemic crises from happening. A potential direction of

further investigations would be to explore the alternative scenario, allowing to analyze

bank bailouts.
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Appendix A. Proofs

Proof of Lemma 1. The utility of the representative consumer is

U = C0 +
E[C̃1] + λD

1 + ρ
,

where the consumptions at t = 0 and t = 1 are given by aggregate budget constraints:

C0 = w0 −D,

C̃1 = (1 + r)D + π̃B + π̃F ,

where π̃B and π̃F denote respectively the aggregate pro�ts of the banks and of the �rms.
Inserting the expressions of C0 and C̃1 expressions into U yields

U = w0 +
E[π̃B + π̃F ]

1 + ρ
+D

[
− 1 +

1 + r + λ

1 + ρ

]
.

Maximization with respect to D at an interior solution D > 0 is only possible when
the term between brackets is zero, which is equivalent to r = ρ− λ.41

Proof of Proposition 1. Omitted.

Proof of Proposition 2. By the standard dynamic programming arguments, share-
holder value v(e, E) must satisfy the Bellman equation:42

ρv = max
k≥0,dδ≥0,di≥0

{
dδ(1− ve)− di(1 + γ(E)− ve)+

+ k[(R(E)− p)ve + σ2
0K(E)veE] +

k2σ2
0

2
vee

+K(E)(R(E)− p)vE +
σ2

0K
2(E)

2
vEE

}
.

(A1)

Using the fact that v(e, E) = eu(E), one can rewrite the Bellman equation (A1) as
follows:

ρu(E) = max
k≥0,dδ≥0,di≥0

{dδ
e

[1− u(E)]− di

e
[1 + γ(E)− u(E)]+

+
k

e
[(R(E)− p)u(E) + σ2

0K(E)u′(E)]+

+K(E)(R(E)− p)u′(E) +
σ2

0K
2(E)

2
u′′(E)

} (A2)

A solution to the maximization problem in k only exists when

u′(E)

u(E)
≤ −R(E)− p

σ2
0K(E)

, (A3)

41As we show in Appendix D, the same equality holds in the continuous-time framework.
42For the sake of space, we omit the arguments of function v(e, E).

27



with equality when k > 0.
Under conjecture that R(E) ≥ p (which will be veri�ed ex-post), it follows from the

above expression that u(E) is a decreasing function of E. Then, the optimal payout
policy maximizing the right-hand side of (A2) is characterized by a critical barrier Emax
satisfying

u(Emax) = 1, (A4)

and the optimal recapitalization policy is characterized by a barrier Emin such that

u(Emin) = 1 + γ(Emin). (A5)

In other words, dividends are only distributed when Et reaches Emax, whereas recap-
italization occurs only when Et reaches Emin. Given (A3), (A4), (A5) and k > 0, it it
easy to see that, in the region E ∈ (Emin, Emax), market-to-book value u(E) satis�es:

ρu(E) = K(E)(R(E)− p)u′(E) +
σ2

0K
2(E)

2
u′′(E). (A6)

Note that, at equilibrium, K(E) = L[R(E)]. Taking the �rst derivative of (A3), we
can compute u′′(E). Inserting u′′(E) and u′(E) into (A6) and rearranging terms yields:

R′(E) = − 1

σ2
0

2ρσ2
0 + (R(E)− p)2(

L[R(E)]− [R(E)− p]L′[R(E)]
) . (A7)

Since L′(R(E)) < 0, it is clear that R′(E) < 0 if R(E) > p. To verify that R(E) > p
for any E ∈ [Emin, Emax), it is su�cient to show that Rmin ≡ R(Emax) ≥ p.

To obtain Rmin, let V (E) ≡ Eu(E) denote the market value of the entire bank-
ing sector. At equilibrium, dividends are distributed when the marginal value of bank
capital equals the marginal value of dividends, which implies V ′(Emax) = 1. Similarly,
recapitalizations take place when the marginal value of bank capital equals the marginal
costs of recapitalizing the banks, which implies V ′(Emin) = 1 + γ(Emin). Given that
V ′(E) = u(E) + Eu′(E), it must hold that Eu′(E) = 0. Hence, u′(Emax) = 0 and
Emin = 0. Inserting u′(Emax) = 0 into the binding condition (A3) immediately shows
that Rmin = p, so that R(E) > p for any E ∈ [Emin, Emax).

Hence, the loan rate R(E) can be computed as a solution to the di�erential equation
(A7), which yields: ∫ E

0

R′(s)ds = R(E)−Rmax, (A8)

where Rmax ≡ R(0).
To obtain Emax, we use the fact that individual banks' optimization with respect to

the recapitalization policy implies u(Emin) = 1 + γ(Emin). Integrating equation (A3) in
between Emin = 0 and Emax, while taking into account the condition u(Emax) = 1, yields
an equation that implicitly determines Emax:

u(Emax)exp
(∫ Emax

0

R(E)− p
σ2

0L[R(E)]
dE
)

︸ ︷︷ ︸
u(0)

= 1 + γ(Emax). (A9)
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The system of equations (12) and (13) immediately follows from the change of variable
of integration in equations (A8) and (A9), i.e., dR = R′(E)dE.

Proof of Proposition 3. Omitted.

Proof of Proposition 4. Consider the process Rt that evolves according to

dRt = µ(Rt)dt+ σ(Rt)dZt, p ≤ Rt ≤ Rmax, (A10)

with re�ections at both ends of the support.
Let g(t, R) denote the probability density function of Rt. It must satisfy the forward

Kolmogorov equation:

∂g(t, R)

∂t
= − ∂

∂R

{
µ(R)g(t, R)− 1

2

∂

∂R

[
σ2(R)g(t, R)

]}
. (A11)

Since the process Rt is stationary, we have ∂g(t,R)
∂t

= 0 and thus g(t, R) ≡ g(R).
Integrating Equation (A11) over R yields:

µ(R)g(R) =
1

2

∂

∂R

[
σ2(R)g(R)

]
,

where the constant of integration is set to zero because of re�ection properties of the
process. Solving the above equation by using the change of variable ĝ(R) = σ2(R)g(R)
ultimately yields:

g(R) =
C0

σ2(R)
exp
(∫ Rmax

p

2µ(s)

σ2(s)
ds
)
, (A12)

where the constant C0 is chosen so as to normalize the solution to 1 over the region
[p,Rmax], i.e.,

∫ Rmax

p
g(R)dR = 1.

To ensure that the distribution of R is non-degenerate, it is su�cient to check that
σ(R) > 0 for any R ∈ [p,Rmax]. From the expression of σ(R), it is easy to see that this
condition holds for any loan demand speci�cations such that L′(R) < 0 and L(R) > 0.

Appendix B. Computing social welfare

B.1. Social welfare in the competitive equilibrium

In this appendix we provide an illustrative example of how the welfare function cor-
responding to the competitive allocation of credit can be computed.43 For this we use
the results derived in Section 3.1 and consider the simple case where the credit demand
is linear, i.e., L(R) = R − R. Given the linear speci�cation, the loan rate R(E) can be
computed in closed form:

R(E) = p+
√

2ρσ0 tan

( √
2ρ

σ0(R− p)
(Emax − E)

)
, (B1)

43The computation of welfare in the regulated equilibrium is similar.
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and thus

K(E) = R− p−
√

2ρσ0 tan

( √
2ρ

σ0(R− p)
(Emax − E)

)
. (B2)

To recover the production function, F [L(R)], recall that F ′(L(R)) = R. Using the
fact that R = R− L, we obtain F ′(L) = (R− L) and, thereby,

F [L(R)] = RL(R)− [L(R)]2

2
. (B3)

At equilibrium, we have L[R(E)] = K(E), so the that �rm' expected pro�t is given
by

πF (K(E)) = F (K(E))−K(E)F ′(K(E)) =
[K(E)]2

2
.

Then, the social welfare function follows the ODE:

ρW (E) =
[K(E)]2

2
+K(E)(R−K(E)− p)W ′(E) +

σ2
0

2
[K(E)]2W ′′(E), (B4)

with the boundary conditions W ′(0) = 1 + γ(0) and W ′(Emax) = 1.

B.2. Social welfare in the Second Best

We now solve for the benchmark case of a benevolent social planner choosing dividend
distribution, recapitalization and lending policy such as to maximize social welfare (26).
The solution to the social planner's maximization problem is of the "barrier type" as well.
In the region (Esb

min, E
sb
max), where banks neither distribute dividends nor recapitalize, the

available cash �ow consists uniquely of the �rms' pro�t. Therefore, the social welfare
function must satisfy di�erential equation (27) for E ∈ (Esb

min, E
sb
max) and bank lending

Ksb (E) is determined by the following �rst order condition:44

F ′′(Ksb)Ksb [W ′(E)− 1]−
[
F ′(Ksb)− p

]
W ′(E) + σ2

0K
sbW ′′(E) = 0.

Optimality of Esb
max is ensured by the super contact condition W ′′ (Esb

max

)
= 0. For the

recapitalization boundary, Esb
min, two cases can arise. First, if W ′′ (0) ≤ γ′ (0), then

Esb
min = 0, while for W ′′ (0) > γ′ (0), also the case Esb

min > 0 can arise. In the latter case,
Esb
min is determined by the super contact condition W ′′ (Esb

min

)
= γ′

(
Esb
min

)
.45

For the numerical implementation we again resort to the linear speci�cation with
L(R) = R − R. Note that searching for the socially optimal Ksb(E) is equivalent to
searching for the socially optimal R(E). Inserting Ksb(E) = R−Rsb(E) into (B4) yields:

ρW (E) =
[R−Rsb(E)]2

2

(
1 + σ2

0W
′′(E)

)
+ (R−Rsb(E))(Rsb(E)− p)W ′(E). (B5)

44For the sake of space, we abstain from writing the argument of Ksb(E).
45These conditions can be formally derived by solving the constrained optimization problem of max-

imizing the welfare function with respect to the recapitalization and dividend barriers, by using the
method of Lagrange multipliers.
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The �rst-order condition with respect to Rsb(E) implies:

Rsb(E) = R− (R− p)W ′(E)

2W ′(E) + σ2
0W

′′(E)− 1
. (B6)

Substituting (B6) in (B5) yields a simple second-order di�erential equation:

W ′′(E) =
2ρW (E)[2W ′(E)− 1]− (R− p)2[W ′(E)]2

2ρσ2
0W (E)

, (B7)

that can be solved numerically under the boundary conditionsW ′(Esb
max) = 1 andW ′(Emin) =

1 + γ(Emin). The free boundaries Esb
min and Esb

max satisfy the system of equations:46

W ′′(Esb
max) = 0 (B8)

W ′′(Esb
min) = γ′(Emin). (B9)

It is easy to see from (B6), at the target level of aggregate bank equity, we haveRsb(Esb
max) =

p.

Appendix C. Solving for the regulated equilibrium

C.1. Optimal bank policies

Consider the shareholders' maximization problem stated in (22). By the standard dy-
namic programming arguments and the fact that vΛ(e, E) = euΛ(E), where uΛ(E) satis-
�es the following Bellman equation:

ρuΛ(E) = max
dδ≥0,di≥0

{dδ
e

[1− uΛ(E)]− di

e
[1 + γ(E)− uΛ(E)]

}
+

+ max
0<k≤e/Λ

{k
e

[(R(E)− p)uΛ(E) + σ2
0K(E)u′Λ(E)]

}
+

+K(E)[R(E)− p]u′Λ(E) +
σ2

0K
2(E)

2
u′′Λ(E).

(C1)
A solution to (C1) exists only if K(E) ≤ E/Λ, and

B(E) :=
R(E)− p
σ2

0K(E)
≥ −u

′
Λ(E)

uΛ(E)
≡ α(E), (C2)

with equality when K(E) < E/Λ.
The optimal dividend and recapitalization policies are characterized by barriers EΛ

max

and EΛ
min such that uΛ(EΛ

max) = 1 and uΛ(EΛ
min) = 1 + γ(EΛ

min). Moreover, by the same
reason than in the unregulated equilibrium, it must hold that EΛ

maxu
′
Λ(EΛ

max) = 0 and
EΛ
minu

′
Λ(EΛ

min) = 0. This implies u′Λ(EΛ
max) = 0 and u′Λ(EΛ

min) = 0.47

46These equations immediately follow from the constrained optimization of the shareholder value.
When W ′′(0) < γ′(0), Esbmin = 0.

47Note that in the unregulated equilibrium, we had Emin = 0. Under capital regulation, this is no
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With the conjecture that there exists some critical threshold EΛ
c such that the regu-

latory constraint is binding for E ∈ [EΛ
min, E

Λ
c ] and is slack for E ∈ [EΛ

c , E
Λ
max], equation

(C1) can be rewritten as follows:

ρ = −πB(E)α(E) +
σ2

0K
2(E)

2
[α2(E)− α′(E)] + 1E∈[EΛ

min,E
Λ
c ]

[R(E)− p− σ2
0K(E)α(E)]

Λ
(C3)

where 1(.) is the indicator function and πB(E) denotes the aggregate expected pro�t of
banks:

πB(E) = K(E)[R(E)− p],

the volume of credit K(E) satis�es

K(E) =

{
E/Λ, E ∈ [EΛ

min, E
Λ
c ]

L[R(E)], E ∈ (EΛ
c , E

Λ
max],

and the loan rate R(E) is given by

R(E) =

{
L−1[E/Λ], E ∈ [EΛ

min, E
Λ
c ]

R′(E) = −1/H(R(E)), R(EΛ
c ) = L−1[EΛ

c /Λ], E ∈ (EΛ
c , E

Λ
max],

where L−1 is the inverse function of the demand for loans and function H(.) is de�ned in
(12). The critical threshold EΛ

c must satisfy equation

α(EΛ
c ) = B(EΛ

c ).

If α(E) < B(E) for any E ∈ [EΛ
min, E

Λ
max], then the regulatory constraint is always

binding and α(E) satis�es equation (C3) with EΛ
c = EΛ

max.
The condition u′Λ(EΛ

min) = 0 yields the boundary condition α(Emin) = 0. Similarly,
the condition u′Λ(EΛ

max) = 0 translates into the boundary condition α(Emax) = 0.

Numerical procedure to solve for the regulated equilibrium. This numerical algo-
rithm solving for the regulated equilibrium can easily be implemented with the Mathe-
matica software. Λ is taken as a parameter.

• Pick a candidate value ÊΛ
min.

• Assume that the regulatory constraint always binds. Solve ODE (C3) for α(E)
under the boundary condition α(Êmin) = 0.

• Compute a candidate value ÊΛ
max such that satis�es equation α(ÊΛ

max) = 0.

• Check whether α(ÊΛ
max) ≤ B(ÊΛ

max).

• Conditional on the results of the previous step, one of the two scenarios is possible:

longer possible, since EΛ
min = ΛK(EΛ

min).
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a) if α(ÊΛ
max) ≤ B(ÊΛ

max), then the regulatory constraint is always binding for a
given Λ and the market-to-book value uΛ(ÊΛ

min) can be computed according
to

uΛ(ÊΛ
min) = uΛ(ÊΛ

max)exp
(∫ ÊΛ

max

ÊΛ
min

α(E)dE
)

= exp
(∫ ÊΛ

max

ÊΛ
min

α(E)dE
)
.

b) if α(ÊΛ
max) > B(ÊΛ

max), solve equation

α(ÊΛ
c ) = B(ÊΛ

c )

to �nd the critical level of equity ÊΛ
c above which the regulatory constraint is

slack. Compute the market-to-book value uΛ(ÊΛ
min) according to:

uΛ(ÊΛ
min) = A0exp

(∫ ÊΛ
c

ÊΛ
min

α(E)dE
)
,

where

A0 = exp
(∫ ÊΛ

max

ÊΛ
c

R(E)− p
σ2

0L[R(E)]
dE
)
.

• If uΛ(ÊΛ
min) = 1 + γ(ÊΛ

min), then EΛ
min = ÊΛ

min, E
Λ
max = ÊΛ

max and EΛ
c = ÊΛ

c (if
exists). Otherwise, pick a di�erent ÊΛ

min, repeat the procedure from the beginning.

C.2. Ergodic density function in the regulated equilibrium

Consider �rst the case when Λ is su�ciently high, so that the regulatory constraint is
binding for any level of E. It is easy to show that, in this case, the dynamics of the loan
rate is characterized by the process48

dRt = µΛ(Rt)dt+ σΛ(Rt)dZt, RΛ
min ≤ Rt ≤ RΛ

max, (C4)

where

σΛ(R) = −σ0

Λ

L(R)

L′(R)
, (C5)

µΛ(R) = −σΛ(R)

(
R− p
σ0

+
σΛ(R)

2

L′′(R)

L′(R)

)
. (C6)

In our numerical simulations, we stick to the following speci�cation of the credit
demand function: L(R) = (R − R)β, where β > 0 and R > p. Under this speci�cation,

48Note that, one can alternatively use R as a state variable, while looking for the unique mapping E(R).
In a Markov Equilibrium, one must have −σ0K(R) = σΛ(R)E′(R) and (R − p)K(R) = µΛ(R)E′(R) +
σ2

Λ(R)/2E′′(R). Using the fact that, under the binding regulatory constraint, E(R) = ΛK(R) and, at
equilibrium, K(R) = L(R), we immediately obtain Expressions (C5) and (C6).
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we obtain

σΛ(R) =
(R−R)σ0

βΛ
, (C7)

µΛ(R) = −σΛ(R)

(
R− p
σ0

+
(1− β)σ0

2βΛ

)
. (C8)

Let

φ0 :=
β2Λ2

σ2
0

, φ1 :=
1

σ2
0

[
(1− β)σ2

0 + 2βΛ(R− p)
]
− 2, φ2 :=

2βΛ

σ2
0

.

Then, for relatively high levels of Λ such that the regulatory constraint always binds,
the ergodic density function of R is given by49

gΛ(R) = C1φ0(R−R)φ1exp
(
φ2R

)
, (C9)

where the constant C1 is such that
∫ RΛ

max

RΛ
min

gΛ(R)dR = 1.

For the relatively low levels of Λ, the unconstrained and the constrained regions
coexists. The ergodic density function is discontinuous at RΛ

c
50 and can be computed

according to the following formula:

gΛ(R) = C1


1

σ2(R)
exp
( ∫ R

p
2µ(s)
σ2(s)

ds
)
, R ∈ [RΛ

min, R
Λ
c ),

1
σ2

Λ(R)
exp
( ∫ R

RΛ
c

2µΛ(s)

σ2
Λ(s)

ds
)
exp
( ∫ RΛ

c

p
2µ(s)
σ2(s)

ds
)
, R ∈ [RΛ

max, R
Λ
c ],

where the constant C1 is such that
∫ RΛ

max

RΛ
min

gΛ(R)dR = 1, and µ(R) and σ(R) are given in

(16) and (17), respectively.
In the left-hand side panel of Figure 6 we report the typical pattern of the ergodic

density function of R that emerges when Λ is relatively low (in our example, Λ = 0.10). In
this case, the ergodic density function is de�ned in two intervals: [p,RΛ

c ] and (RΛ
c , R

Λ
max],

and exhibits discontinuity at RΛ
c . As long as Λ < Λ∗ and Λ increases, the interval [p,RΛ

c ]
shrinks, so that the density becomes concentrated around p (equivalently, around EΛ

max).
At the same time, the constrained region (with a lower density) expands. The overall
impact of tightening a minimum capital ratio on the average loan rate will be driven by
the trade-o� resulting from having a higher density on the shorter interval of R and lower
density on the larger interval of R.

The right-hand side panel of Figure 6 illustrates the typical pattern of the ergodic
density function for Λ > Λ∗ (Λ = 30% in this example). In this case, the ergodic density
function is continuous in the whole interval [RΛ

min, R
Λ
max].

49The general formula for the ergodic density function in the regulated set-up is similar to the one
stated in Proposition 4. After simpli�cation, it can be expressed as in (C9).

50This discontinuity is caused by the discontinuity in the endogenous volatility function σ(R), which
in turns is caused by the discontinuity of R′(E) at EΛ

c .
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Figure 6: The ergodic density of R under the mild and tight minimum capital ratios
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Notes: this �gure illustrates the typical patterns of the ergodic density function of R under a low capital ratio (the left-hand
side panel, Λ = 10%) and a high capital ratio (the right-hand side panel, Λ = 30%). In the former case, the regulatory
constraint is binding for R ∈ [RΛ

c , R
Λ
max]. In the latter case, the regulatory constraint binds for any R ∈ [RΛ

min, R
Λ
max].

Appendix D. Competitive equilibrium with r > 0

In this appendix, we show how the deposit rate r is determined and solve for the
competitive equilibrium in the set up where r > 0.

Lifetime utility (welfare) of a given household in the in�nite horizon, continuous-time
version of the model is equal to

W h(E) = max
Ch

t ,D
h
t

E
[∫ +∞

0

e−ρt
(
Ch
t + λDh

t

)
dt|E0 = E

]
. (D1)

where Ch and Dh denotes an individual household's consumption and deposits (the ag-
gregate values are denoted by C and D). A household's deposits evolve according to

dDh
t =

[
rDh

t − Ch
t + πhF (Et)

]
dt+ d∆h

t − (1 + γ (Et)) dI
h
t , (D2)

where πhF denotes a household's share in aggregate �rm pro�ts and likewise, d∆h
t and

dIht denote an individual household's share of dividend payments and recapitalizations
by banks. We can now use (D2) to eliminate Ch from (D1):

W h(E) = max
Dh

t

E
[∫ +∞

0

e−ρt
(
(r + λ)Dh

t dt− dDh
t dt
)
|E0 = E

]
+ E

[
e−ρtπhF (Et) dt|E0 = E

]
+ Eh

t u (Et)

= max
Dh

t

E
[∫ +∞

0

e−ρt (r + λ− ρ)Dh
t dt|E0 = E

]
+ E

[
e−ρtπhF (Et) dt|E0 = E

]
+ Eh

t u (Et) .

Note that Eh denotes an individual household's share in aggregate bank equity and the
last equality follows from integration by parts. It is then immediate, that for all interior
values of Dh

t , it has to hold that
r = ρ− λ.
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Now we consider the case that ρ > λ, implying that r > 0 and, thus, the dynamics of
equity value of an individual bank are given by:

det = retdt+ kt[(R(Et)− p− r)dt − σ0dZt]− dδt + dit. (D3)

The aggregate equity of the banking sector evolves according to:

dEt = [K(Et)(R(Et)− p− r) + rEt]dt− σ0K(Et)dZt − d∆t + dIt. (D4)

Solving the shareholders' maximization problem in the same way as we did in the
proof of Proposition 2 and allowing for k > 0 yields us two equations:

u′(E)

u(E)
= −R(E)− p− r

σ2
0K(E)

, (D5)

(ρ− r)u(E) = [rE +K(E)(R(E)− p− r)]u′(E) +
σ2

0K
2(E)

2
u′′(E). (D6)

Substituting u′(E) and u′′(E) into (D6), while using the equilibrium conditionK(E) =
L[R(E)], enables us to express R′(E):

R′(E) = − 1

σ2
0

2(ρ− r)σ2
0 + (R(E)− p− r)2 + 2(R(E)− p− r)rE/L[R(E)](

L[R(E)]− [R(E)− p− r]L′[R(E)]
) . (D7)

Applying the same arguments as in the setting with r = 0, we can show that Emin = 0
and Rmin = r+p. The boundary Rmax can be computed numerically by solving equation∫ Rmax

p

E ′(R)
(R− p− r)
σ2

0L(R)
dR = log(1 + γ(0)), (D8)

where E ′(R) = 1/R′(E).
Note that the left-hand side of the above expression is increasing in Rmax. Hence, there

exists a unique solution to (D8), which guarantees the uniqueness of the equilibrium.

Appendix E. Impulse response analysis

In this Appendix we apply the impulse response methodology to study the stability of
the deterministic steady state. Such an exercise enables us to illustrate that the system
behavior in a stochastic environment can be in sharp contrast to the behavior predicted
by the impulse response analysis.

The usual methodology to analyze the long-term behavior of macro-variables in a
DSGE model is to linearize it around the deterministic steady-state and perturb the
system by a single unanticipated shock. The equivalent here would be to look at the case
where dZt = 0 for t > 0. The dynamics of the system then becomes deterministic and
can be described by the ordinary di�erential equation (linearization is not needed here):

dRt = µ(Rt)dt,

36



where the initial shock determines R0 > p.
It is easy to see from expression (17) that µ(p) = 0. Hence, the frictionless loan rate

(Rt = p) is an equilibrium of the deterministic system that is further referred to as the
deterministic steady-state (DSS). It is locally stable when µ′(p) < 0 and is globally stable
when µ(R) < 0 for all R. After some computations, it can be shown that

µ′(p) = 2ρ2σ2
0

L′′(p)

L(p)
.

Hence, the DSS is locally stable when L′′(p) < 0. Moreover, it also follows from (18),
that condition L′′(R) < 0 ensures global stability.

Illustrative example. Under our usial speci�cations for the demand for loans, L(R) =
(R−R)β, the volatility of the loan rate is

σ(R) =
[2ρσ2

0 + (R− p)2] (R−R)

σ0[R + (β − 1)R− βp]
. (E1)

The drift of the loan rate is given by

µ(R) = σ(R)
β(R− p)Q(R)

2σ0[R + (β − 1)R− βp]2
, (E2)

where Q(R) is a quadratic polynomial:

Q(R) = (1− β)((R− p)2 − 2ρσ2
0)− 2(R− p)(R− p). (E3)

Given the above speci�cation, it can be easily shown that, when β < 1 (which is
equivalent to L′′(R) < 0), µ′(p) < 0 and µ(R) < 0 in the entire interval [p,R]. Thus,
the DSS is locally and globally stable. By contrast, when β > 1 (which is equivalent
to L′′(R) > 0), the DSS is locally unstable, i.e., µ′(p) > 0, and there exists a unique
R∗ ∈ (p,R) such that µ(R) is positive in the region (0, R∗) and negative in the region
(R∗, R) (see Figure 7).

Figure 7: The loan rate drift and volatility, β > 1
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